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ABSTRACT 
We present a study to examine one’s learning and 
processing capacity of broadband tactile information, such 
as that derived from speech. In Study 1, we tested a user’s 
capability to recognize tactile locations and movements on 
the forearm in the presence of masking stimuli and 
determined 9 distinguishable tactile symbols. We associated 
these symbols to 9 phonemes using two approaches, 
random and articulation associations. Study 2 showed that 
novice participants can learn both associations. However, 
performance for retention, construction of words and 
knowledge transfer to recognize unlearned words was better 
with articulation association. In study 3, we trained novel 
participants to directly recognize words before learning 
phonemes. Our results show that novel users can retain and 
generalize the knowledge to recognize new words faster 
when they were directly train on words. Finally, Study 4 
examined optimal presentation rate for the tactile symbols 
without compromising learning and recognition rate. 
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INTRODUCTION 
The human skin is a powerful yet underutilized 
communication medium. Embedded with a wide variety of 
receptor systems, our skin informs us about environmental 
conditions, such as temperature and pressure, and intrinsic 
properties of objects in contact, such as compliance and 
roughness [18,43]. Moreover, touch is crucial for inter-
personal and social communication. It conveys emotions, 

comfort and authority [11,12]. Despite the skin’s rich 
capacity to transfer meaningful information, it has shown 
limited success to translate language to sighted users [2,5, 
20,33]. In this paper, we investigate the skin’s ability to 
convey broadband information, such as the one derived 
from a continuous stream of speech, and examine artificial 
means to communicate coded tactile cues to novel users. 
Our work lays the foundation for using the skin to alleviate 
visual and auditory sensory overload and to deliver discreet 
messages to users when it is not convenient for them to 
engage with other modalities. 

Most previous efforts have used vibrations to communicate 
coded messages, which has low throughput on the skin. 
Specifically, on the forearm 2-3 pure vibration points could 
be correctly identified [41]. This recognition rate 
substantially decreases when presented with an 
accompanying masking stimulus [36]. Tan and colleagues 
improved the user’s performance by incorporating 
multidimensional cues (vibrations combined with finger 
motion [35]). Eagleman and colleagues also improved the 
transmission by incorporating movement cues between two 
vibrating points [25]. It is our hypothesis that multi-
dimensional haptic stimuli will be easily differentiated, 
memorized and retained, therefore, in this paper we 
examined identification of both vibration points and 
vibration movements, sandwiched between two masking 
stimuli, presented on the forearm.  

Another consideration factor for communication through 
the skin is to determine a coding scheme that maps tactile 
symbols to natural units of language. Previous studies have 
utilized a variety of schemes to map acoustics, phonetic, 
alpha-numerals and symbolic features to distinct tactile 
features [10,14,20,21,25]. For example, the Tadoma method 
(a speech communication method common in deaf-blind 
communities [29]) conveys rich facial actions during 
speech production on a receiver’s hand. The success of such 
scheme relies on relaying information via established neural 
pathways for optimal tactile (or tactual) presentations, 
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Figure 1. Haptic messages are delivered through the skin when it is not convenient for users, e.g. while, a) holding grocery bags in 
both hands or b) driving. 



which not only ease the comprehension of coding but also 
reduces cognitive demands and learning resources [27,32].  

Finally, an important consideration for successful tactile 
communication is the training method. Efficient training 
leads to good memorization and retain performance with 
minimal training time. It should also support generalization 
of the learned knowledge to recognize new words. In this 
paper, we evaluated two common perceptual learning 
approaches for haptic language learning [34]. First is the 
“bottom-up” approach (Study 2), in which users are trained 
on phonemes and tested to construct words. They are also 
tested to recognize new (untrained) words to see if they can 
generalize their learning beyond the trained set. The second 
training approach is the “top-down” method (Study 3) 
where participants are trained directly to recognize words 
before generalizing the training to recognize phonemes.  

The contributions of our work are: 1) 9 discriminable haptic 
patterns (Study 1); 2) a method of meaningfully associating 
haptic patterns with phonemes using their articulation 
placements (Study 2); 3) two training approaches, i.e., top-
down vs. bottom-up (Study 3); 4) an optimal display speed 
that maximizes transmission rate and recognition accuracy 
(Study 4); 5) a range of real-life applications of our work. 

RELATED WORK 
In 1957, Frank Geldard introduced the concept of tactile 
literacy [9], suggesting that our skin can transmit language 
and share the load with the visual and auditory systems. 
Using five tactors (vibrators for tactile communication), 
Geldard devised a vibratory communication system that 
conveyed alpha-numerals characters as vibration codes 
presented on the back. Since Geldard’s initial success, 
many researchers have explored the idea of transmitting 
language through the skin. These systems can be roughly 
grouped into two categories by the method used: acoustics-
based approach and symbol-based approach. 

The acoustic-based approach converts speech audio directly 
to vibrotactile stimulations. It typically uses a custom 
algorithm to process the incoming speech signal and 
spatially map them to haptic stimuli, simulating how 
cochlea decomposes spoken language to different 
frequencies. For example, Brooks and colleagues used a 
tactile vocoder that is worn on the ventral forearm [6]. It 
maps low frequency information to the wrist and high 
frequency to the elbow. A user study with one subject 
showed a learning rate of 2.7 words/hour for the first 150 
words and a learning rate of 3.9 words/hour to acquire 
additional 100 more words. The average accuracy in the last 
50 sessions was 75.6%. A more recent example of the 
acoustic approach was by David Eagleman and Scott 
Novich [7,25,26]. They designed and implemented a vest, 
VESTVoice, that takes (real-time or recorded) audio and 
maps it to the back, from low to high frequency. Seven 
participants were trained using the system for 12 days to 
recognize 100 unique words. Their performance after the 
training was 35% – 65%. When a set of new words was 

played to the participants, their accuracy was 30%, which 
demonstrates some transfer of knowledge with their 
approach. In general, the acoustic approach has fast 
presentation rate (similar to the delivery speed of spoken 
words). However, it requires extensive training and does 
not generalize well for users to recognize untrained words.  

The second approach to delivering haptic language is a 
symbol-based approach. This approach breaks language 
down to components, e.g., letters, and codes each with an 
identifiable vibration pattern [23]. The benefit of the 
approach is its freedom to design the haptic patterns. For 
instance, haptic icons [37] and tactons [4] combined 
multiple physical parameters, e.g., frequencies, amplitudes, 
rhythms and waveforms, to create large sets haptic symbols. 
With tactons, people’s accuracy rate was 77% for a set of 
haptic icons containing 84 distinguishable stimuli. Another 
example of the symbol-based approach is Vibratese [9] 
which uses 5 vibrators to encode English letters and 
numbers to unique vibratory patterns. However, Vibratese 
required extensive training (12 hours) to learn. Another 
example is Skin Reading [23] that translates 26 letters to 
different vibrotactile patterns on a user’s hand. It requires 3 
one hour-long sessions to learn. But once learnt, the 
recognition accuracy can reach over 90% accuracy. 
Comparing to the extended training, haptic phonemes 
designed by Enrique, MacLean, and Chita [8] was a set of 9 
haptic symbols associated with 9 arbitrary semantic 
meanings. With 25 minutes of training, participants reached 
80% accuracy. Another system, EdgeVib [20], reduced the 
training time further to 15 minutes by converting Graffiti 
characters (for letters and numbers) to spatiotemporal 
vibration patterns on the wrist. User studies showed an 
average recognition rate of 87.25% on letters and 83.3% on 
a short message. While both haptic phonemes and EdgeVib 
achieved shorter training time, their presentation rates are 
relatively slow. A haptic phoneme is roughly 2 seconds and 
a 3-vibration letter in EdgeVib takes about 1900 ms. This 
translates to ~31 haptic phonemes (letters) per min.  

While most of the work reviewed so far decomposes 
language to either words or letters, there is an approach that 
uses phonemes as building blocks. The benefit of delivering 
phonemes via haptic displays is faster delivery rate. On 
average, an English word is composed of 5 letters [3] while 
it contains ~3.34 phonemes [19]. Delivering less symbols 
per word can speed up the overall presentation rate. Israr 
and colleagues [15] explored schemes that display 
phoneme-based speech input to the hand and the forearm. 
Instead of decomposing frequencies to different locations, 
they mapped places of articulation of phonemes to 
locations. Their studies showed good discrimination in 
consonants on the forearm. Inspired by Israr and 
colleague’s phonemic–place of articulation–approach, we 
custom designed symbols for each phoneme to maximize 
perceptual differences between them while incorporating 
place of articulation for mapping.  



DESIGNING HAPTIC SYMBOLS 

Participants and Common Apparatus 
All participants are employees of our organization and 
within the age range of 20-50 years old. None of the 
participants had prior experience with similar haptic 
devices. New participants were recruited for each study. 

The haptic device, used in all studies, contained 6 voice-
coil actuators (model: TEAX13C02, Tectonic Elements, 
UK). Figure 2 shows the device and the layout of actuators. 
The layout is similar to that of Braille. The actuators were 
separated apart beyond the 2-point threshold, which is 40 
mm on the forearm [39,40]. The device was mounted on the 
dorsal side of the left forearm to free the right hand for 
other tasks. The areas of the actuators that directly 
contacted the skin were circular, with a diameter size of 1.8 
cm. To reduce the contact area to focus the vibrations, we 
mounted cylindrical rubber tips (d=1 cm) to the voice coils.  

The actuators were covered with insulated tape and were 
Velcroed onto a shin guard that conformed around the 
forearms. The actuators were driven by a custom electronic 
driver to amplify the audio output from a laptop. An audio 
interface (MOTU Ultralite mk3) was used to drive the 6 
actuators individually through an USB port of a laptop. 

Study 1: Recognizable Haptic Patterns on the Forearm 
To begin the design of haptic language, it is critical to 
understand the spatial capability of the display area, i.e., the 
dorsal part of the forearm. Therefore, we first tested for 
optimal parametric values to generate vibrotactile signals 
and determine a set of simple spatiotemporal patterns that 
were easily distinguishable. We investigated 4 parameters: 
frequency, duration, location and spatial pattern. As low 
amplitude stimuli are easily masked by successive stimuli, 
we opted to use a fixed amplitude in the study.  

Stimuli 
Study 1 examined 2 frequencies (30 Hz and 250 Hz) and 2 
actuator durations (D = 150 ms and 400 ms). The frequency 
values were selected to target two different receptors in the 
skin: Pacinian corpuscle cells, which respond more actively 
to high frequency stimuli, and Merkel cells, which are more 
active with low-frequency signals. A linear onset and offset 
of 10% of the actuator duration was used at the beginning 
and the end of the stimulus.  

Stimuli were either a single-point actuation or two-point 
sequential actuations. The single-point actuations are 
perceived as a single “poke” on the skin while the two-point 
actuations trigger apparent motion between the points, 
which feels like a point traveling from one actuator to the 
other. This illusory motion has been used in vibrotactile 
display to transmit, e.g., spatial, information [1,22,38,42]. 

The Stimulus Onset Asynchrony (SOA, in milliseconds) 
between the two actuations was determined by a previous 
study as a function of duration, i.e., SOA = 0.17 ´ D + 45. 
This function yields the smoothest illusory motion in 
participants (see [44] for the definition of smooth apparent 
motion). We did not use motion patterns that were in more 
than one direction because past work indicates that focusing 
on another direction draws attention away from perceiving 
a separate direction [17] and lowers the accuracy of 
correctly detecting the motion. The total number of haptic 
patterns was 36; 6 single-point locations and 30 two-point 
movements (6 positions for the start point ´ 5 positions for 
the end point). 

Note that the total stimulus duration for two-point 
actuations was longer than the one-point actuations. For the 
two-point actuations, the total stimulus duration in the 150 
ms condition was 250.5 ms (D+onset/offset + SOA) vs 165 
ms for a single-point (D+onset/offset) and in the 400 ms 
condition, it was 593 ms vs 440 ms. We will refer to the 
duration of an actuator as the actuator duration and total 
duration of a stimulus as the stimulus duration. 

In language, phonemes do not stand alone and the same 
applies to haptic phonemes. Therefore, Study 1 used an 
AXB paradigm, where the participants were asked to 
identify the stimulus (X) sandwiched in a sequence of three 
stimuli (AXB) [36]. Both forward and backward maskers 
(A and B) are randomly selected from the 36 patterns. The 
actuator duration of all three stimuli were the same in each 
trial, i.e. 150 ms or 400 ms. The Inter-Stimulus Interval 
(ISI), i.e., the temporal gap between when a stimulus stops 
and when the next stimulus starts (Figure 3), was 500 ms.   

Procedure 
After participants sat comfortably in front of the testing 
computer, the experimenter explained the task and assisted 
in placing the display on the forearm. Each tactor was 
actuated in sequence to ensure that all were perceivable at a 
similar intensity. Adjustments were made if necessary. 
After the display was worn properly, they went through 5 
training trials before starting the main experiment. In each 
trial of the experiment, participants felt three haptic patterns 
(AXB) and their task was to identify the middle one (X) by 

Figure 3. A visual illustration of the AXB paradigm. 

Figure 2. The haptic device used in the study. 



typing the actuator number (Figure 5a) with the keyboard. 
For motion patterns they typed the numbers in the order of 
movement, e.g. number 12 was the motion from location 1 
to location 2. Upon submitting their responses, they got 
correct answer feedback before the next trial started. 

In order for the participants to refer to the sheet when 
responding, they had a sheet with the layout and numbering 
of the actuators (Figure 5a). Each participant was tested on 
720 trials (2 frequencies ´ 2 durations ´ 36 patterns ´ 5 
repetitions). The whole study took roughly 2 hours, split 
into 2 one-hour sessions on two sequential days.  

Results and Discussion 
Four participants were tested (2 females). A repeated-
measures ANOVA was done with duration and frequency 
as the within factors and the total number of symbols 
correctly identified as the dependent variable. The test 
showed a significant effect of duration [p=0.03, η2 =0.83] 
and frequency [p=0.02, η2 =0.87]. There was no significant 
interaction between the two variables [p=0.55, η2 =0.13]. 
Figure 4 plots participants’ performance for each duration 
and frequency. Specifically, the performance was better 
with high frequency (250 Hz) and long actuator duration 
(400 ms). The accuracy difference between the 2 actuator 
durations was less than 5% even though the longer duration 
was more than twice the length of the shorter one. 
Considering that using 150 ms as the duration could greatly 
increase the transmission speed, we presented the stimuli at 
150 ms and 250 Hz in subsequent studies.  

We further examined and categorized major types of errors 
in identifying the patterns. Note that there were overlapping 
trials between the following types of errors. Therefore, the 
error rates did not add up to 100%.  

The most common type of mistake came from confusions 
between non-diagonal motion and diagonal motion. A non-
diagonal motion was between two actuators that was 
aligned either vertically (e.g., actuator 1 and 3) or 
horizontally (e.g., actuator 1 and 4). Out of the total 1671 
errors, 1284 errors (76.84%) were due to diagonal vs non-
diagonal confusions. Specifically, participants were more 
likely to misperceive diagonal motions as non-diagonal 
ones: 595 out of 959 diagonal trials (62.04%) were 

misidentified versus 689 out of 1431 non-diagonal trials 
(48.15%). This result aligns with Jones’s work [17] where 
the authors found that participants were more accurate at 
identifying haptic motions that are in cardinal directions 
(either up/down or left/right).  

The second common error was confusions between single-
point and two-point actuations (20.47% of total errors). In 
addition, directional errors, e.g., an up-down motion being 
perceived as a down-up motion, were also common (11.49% 
of total errors). Both types of errors could be a result of the 
short SOA values. While the SOA-duration equation yields 
smooth motion, it did not guarantee discriminable patterns. 
In later studies, we increased the SOA between the two-
point actuations by 20 ms (SOA = 0.17´D + 65). This 
ensured a strong sense of illusory motion while creating a 
noticeable distinction from a single-point pattern. 

Another 6.5% of errors was a result of misidentifying long 
and short patterns. This type of error was only applicable to 
vertical patterns as there was only one distance for the 
horizontal patterns. A long pattern was created from 
actuators on the wrist-side to the elbow-side or vice versa 
while a short pattern as a vertical pattern between two 
adjacent actuators. A closer look at the data revealed that 
there was an interaction between the perception of distance 
and actuation duration. That is, at 150 ms long-distance 
symbols were likely to be judged as short-distance symbols. 

In order to identify patterns that were distinguishable and 
recognizable by the participants, we applied an algorithm to 
reduce the 36 patterns to a smaller set. First, the algorithm 
clustered patterns that were easily confusable with each 
other into groups based on a stimulus-response confusion 
matrix (included as supplementary material). We defined a 
pattern as being easily confusable with another one if they 
were falsely confused over 12.5% of the trials. To 
maximize the distinguishability, if two groups shared 
confusable patterns, we combined the two groups. The 
algorithm then selected one pattern from each group such 
that the chosen pattern was least confusable with the 
remaining patterns outside of the group. The accuracy rate 
threshold for “least confusable” was 75%. 

This algorithm formed 9 confusion groups, which yielded 9 
final symbols, shown in Figure 5b. Note that the resulting 9 
symbols only contained non-diagonal and short distance 
motions, consistent with the error analysis from Study 1. 

Discriminable Haptic Patterns on the Forearm 
To confirm that people could perceive the 9 symbols 
accurately, we did a small study with 2 novel participants. 
The patterns were generated using an actuator duration of 
150 ms and a frequency of 250 Hz. With the new SOA of 
90.5 ms, the stimulus duration for the two-point actuations 
was 270.5 ms. Participants were shown a visual illustration 
of the 9 symbols (same as Figure 5b), labelled as pattern 1–
9. The same AXB paradigm was used and participants were 
given correct answer feedback after each trial. Each 

Figure 4. Recognition rate by actuator duration and frequency. 
Error bars show 1 standard deviation. Each shape represents a 

participant. 



participant completed 10 repetitions for all nine phonemes 
(90 trials in total).  

The study result showed an accuracy rate of 88%. Using the 
method introduced in [36], we calculated the information 
transfer (IT) with the 9 haptic patterns to be 2.59 bits. There 
was an effect of training. During the second half of the 
study, i.e., the last 5 repetitions, the participants could 
accurately recognize 91% of the trials, which gave an IT of 
2.75 bits. This short study verified that the 9 selected haptic 
symbols were distinguishable and recognizable.  

PAIRING HAPTIC PATTERNS WITH PHONEMES 
Past literature has shown that human memory is built on 
associations. Meaningful associations can help people recall 
learnt material [13,31]. Therefore, it is critical to design 
meaningful associations between the haptic patterns and 
phonemes. As phonemes are sound articulated by a speaker, 
an intuitive association is to map where a phoneme is 
pronounced in the mouth, i.e., place of articulation, to 
where a haptic symbol is played on the forearm. For 
example, if a phoneme is pronounced on the front of the 
mouth (e.g. bilabial /m/) the haptic symbol will locate at the 
wrist end of the forearm. Similarly, a phoneme placed on 
the back of the mouth (e.g., velar /k/) is associated with a 
symbol that is presented at the elbow end of the forearm.  

Another association we created between the haptic symbols 
and phonemes is with duration. In English, there are two 
main types of phonemes, consonants and vowels. In English, 
vowels can be long and short vowels but consonants are 
only short [28]. While the lengths of consonants and vowels 
vary in spoken English, vowels are generally longer than 
consonants. In our design, we paired vowels with longer 
symbols, i.e., the two-point actuations, and consonants with 
shorter symbols, i.e., single-point actuations. 

With this association schema, we chose 5 consonants (/m/, 
/d/, /dh/, /w/, /k/) and 4 long vowels (/A/, /AI/, /E/, /OO/) 
and mapped them to the haptic symbols from Study 1. To 
examine effects of association on haptic learning, we 
proposed random associations between the haptic symbols 
with phonemes. Both associations are shown in Figure 5b. 

We hypothesized that the articulation associations would 
help users learn the phoneme-symbol associations, or haptic 
phonemes. The boost in performance would carry on to 
people’s performance on learning to recognize haptic words, 
a sequence of haptic phonemes. Compared to people who 
used the articulation associations, people who learned the 
random associations would perform worse at learning the 
haptic phonemes and haptic words.  

LEARNING OF HAPTIC PHONEMES AND WORDS  
The remaining three studies focus on participants’ learning 
performance of haptic phonemes and haptic words. Study 2 
examines whether participants can associate haptic symbols 
with phonemes and apply the knowledge to perceive words. 
In this “bottom-up” approach, learning is first done in small 
building units and scaled up to construct words.  

In comparison, Study 3 explores a different training method, 
a “top-down” approach, where participants are directly 
trained to recognize words and then are tested on individual 
building units. We used the two approaches to see if there is 
a difference in learning performance and training time. 
Study 2 and Study 3 also measure retention of learned 
haptic phonemes and whether the knowledge can be applied 
to recognize new haptic words. Study 3, along with Study 4, 
evaluates optimal delivery rate of haptic phonemes by 
testing a set of duration and ISI combinations without 
compromising participant’s recognition performance. The 
results of these studies inform future design of haptic 
phonemes and haptic words.  

Study 2: Perceiving and Learning Haptic Phonemes and 
Words 
Study 2 addresses the following questions: 

• Can people associate phonemes with haptic symbols? 
(Day 1) 

• Can people learn the associations? If yes, what is the 
performance on learning and recalling the associations, 
i.e., haptic phonemes? (Day 1) 

• How much is retained 24 hours after training? (Day 2) 
• Can a meaningful sequence of haptic phonemes, i.e., 

haptic words, be perceived? (Day 2) 
• How well can people learn to recognize haptic words 

over time? (Day 2) 
• Can trained users generalize the haptic learning to 

perceive words they have not trained on (transfer of 
knowledge)? (Day 2) 

• How do meaningful associations affect the learning 
performance for the above tasks? (Day 1 & 2) 

The training method in Study 2 is analogous to the analytic 
(or “bottom-up”)  approach in perceptual learning [34]. 
This approach trains people on phonemes before they learn 
to concatenate phonemes to perceive words. The benefit of 
this approach is that after establishing performance on 
recalling phonemes, errors that occur in perceiving a word 
are a result of misperceiving a sequence of phonemes rather 
than faults on perceiving individual phonemes.  

Figure 5. (a) The layout of the actuators on the dorsal side 
of the forearm; (b) The 9 haptic symbols identified from 
Study 1 and their associations to language using either 

random pairing or place of articulation. 



Stimuli 
With the 9 phonemes introduced in Study 1, we formed 20 
two- and three-phoneme words (Table 1). Other than the 
phoneme /dh/, the remaining 8 phonemes were 
counterbalanced so that they had similar number of 
occurrences in the word list. Then, we divided the 20 words 
into two lists. The occurrence frequency for each phoneme, 
excluding /dh/, was maximally balanced in each list.  

Word 
List 1 

2-phonemes: they, woo, die, me 
3-phonemes: mime, mood, make, weed, cake, wide 

Word 
List 2 

2-phonemes: may, key, do, why 
3-phonemes: doom, dime, meek, womb, deed, wake 

Table 1. The words used in Study 2 and Study 3. 

Based on the result from Study 1, the actuator duration in 
Study 2 was 150 ms with an ISI of 500 ms. With 10% onset 
and offset, the total duration of a haptic consonant is 180 
ms (150 + 0.2´150). For a haptic vowel, the total duration 
is 270.5 ms (180 + 90.5 [SOA]). The throughput of the 2-
phonemes and 3-phonemes words was shown in Table 2. 
Two types of associations were tested in Study 2: 
articulation associations and random associations. The 
association type was randomly assigned between subjects. 

Procedure 
Day 1: The Day 1 study used the AXB paradigm as Study 
1. Each trial contained 3 phonemes with 500 ms gap in 
between. The participants were instructed to type the 
phoneme that corresponded to the middle stimulus.  

There were two types of trials: recognition and recall. The 
recognition trials were similar to the training procedure in 
perceptual learning studies. Participants received correct 
answer feedback after typing and submitting their 
responses. A reference sheet with phoneme-haptic symbol 
associations (Figure 5b) was available for the participants. 
In a block of recognition trials, the phonemes were shown 
in a random order for 3 times (a total of 3´9 = 27 trials). 

For the recall trials, participants could not use the reference 
sheet nor did they receive correct answer feedback. The 
task was designed to evaluate how many of the phoneme-
symbol associations the participants remembered. In a 
block of recall trials, each phoneme was randomly 
presented once (a total of 9 trials). Day 1 contained 5 

repetitions of recognition block–recall block (180 trials in 
total; see Figure 6) and lasted about 45 minutes.  

After the participants put on the haptic display, the 
experimenter triggered the six actuators in sequence to 
ensure that all were in good contact with the skin. Then, the 
experimenter presented the participants with the reference 
sheet that corresponded to the association condition 
assigned to them. For the participants in the articulation 
association condition, the experimenter explained to them 
how place of articulation and articulation length were used 
to map the haptic symbols to the phonemes.  

To familiarize with how the haptic symbols would feel on 
the skin, the participants went through a training screen 
where they could repeatedly play each symbol. To 
demonstrate the presentation speed of the three stimuli, the 
training screen also had a Play button that randomly played 
a trial. The participants freely explored the training screen 
before they started the main experiment. The experimenter 
logged the time to complete each block. 

Day 2: After verifying that all 6 tactors were properly 
contacting the skin, the participants went through a 
retention test on the haptic phonemes. Without reviewing 
the reference sheet, they were presented with the 9 haptic 
symbols in a random order and in the AXB paradigm. As in 
Day 1, they were asked to type in the phoneme associated 
with the middle symbol. After the retention test, they 
briefly reviewed the reference sheet and repeated the same 
test to get a measure of how a short review affected the 
recall of the phoneme-symbol associations (Figure 6).  

After the retention test, the participants continued with 
learning haptic words, using word list 1 (Table 1). The 
experimenter showed the participants the word list and 
asked them to read them out loud. This was to confirm that 
participants could pronounce the words correctly, which 

 Actuation 
duration ISI Word duration 

Study 2&3 150 ms 500 ms  950.5 / 1721 ms 
Study 4 100 ms 200 ms 522 / 924 ms 
Table 2. Word duration given different duration 
and ISI values. In the last column, the first value 

was for 2-phoneme words (CV) and the second was 
for 3-phoneme words (CVC). 

Figure 6. Task timeline for Study 2 and Study 3. 



was critical to the phonetic approach. After the participants 
read through the list, it was removed from the participants 
so that they would recognize the words solely based on the 
symbols they felt on the forearm.  

The same recognition and recall trials were used. In each 
trial after a word was presented, the participants typed the 
word that they felt. If the sequence of haptic phonemes they 
recognized did not make up a meaningful English word, 
they were instructed to type the phonemes in the order that 
were felt. In the recognition trial block, each word was 
repeated 3 times (30 trials) and in the recall task block, each 
word was repeated once (10 trials). The reference sheet and 
correct answer feedback were provided for the recognition 
trials but not the recall trials. The participants completed 
one repetition of recognition–recall block (40 trials). 

The last task in the Day 2 session was to recognize a new 
list of words, i.e., word list 2. Unlike the previous task, 
participants were not told of the content of word list 2. They 
typed the words based on what they recognized through the 
skin. No reference sheet or correct answer feedback was 
provided. Each word was presented once (10 trials). The 
experimenter logged the time taken to complete each task. 
All tasks on Day 2 were completed in 30 minutes. 

Results 
A total of 11 new participants completed the study (8 
female). 5 of the participants were assigned to use the 
articulation associations and the remaining 6 were assigned 
to the random associations. 

Phonemes: The average time to complete 5 repetitions of 
phoneme recognition-recall trials was 30.4 minutes (SD=5). 

First, we examined the effect of association type on the 
phoneme-level recognition . As we observed a training 
effect in the second part of Study 1, we conducted a 
repeated-measures ANOVA with the repetition block as the 
within-subject variable, the association type as the between-
subject variable, and recognition accuracy, i.e., percentage 
of trials out of total trials where participants correctly 
recognized the phonemes, as the dependent variable. The 
result showed no significant effect of association type on 
the recognition accuracy [p=0.32, η2=0.11]. There was also 
no effect of repetition on the recognition performance 

[p=0.26, η2=0.13]. However, the difference between 
participants was significant [p<0.001, η2=0.98].  

The same analysis was replicated on the 5 repetitions of the 
recall trials with recall accuracy, i.e., percentage of 
correctly recalled trials out of total trials. While there was 
no significant effect of the association type on the recall 
accuracy [p=0.62, η2=0.03], there was a significant 
difference between repetitions [p<0.001, η2=0.40]. A 
significant difference between participants was also 
observed [p<0.001, η2=0.97]. Figure 7 plotted people’s 
accuracy on the recognition and the recall trials for the five 
repetitions, combining the two association conditions.  

On the second day, people’s retention rate was 71% for the 
first time they did the retention task and 82% for the second 
time. A repeated-measures ANOVA with association type 
as the between-subject variable, repetition block as the 
within-subject variable, and retention rate as the dependent 
variable showed no significant effect of association type on 
the retention rate [p=0.43, η2=0.02]. There was also no 
significant difference between people’s performance on the 
two repetitions of the retention tests [p=0.42, η2=0.07].  

Words: The average time to complete the word 
recognition–recall task was 12.2 minutes (SD=6.6) and was 
4.8 minutes (SD=2.6) to recognize the new set of words.  

A repeated-measures ANOVA with repetition block as the 
within-subject variable and the association method as the 
between-subject variable was done on the word recognition 
rate. We found a significant effect of the association type 
[p=0.01, η2=0.52] and repetition blocks [p=0.01, η2=0.4], 
but no interaction between the two [p=0.2, η2=0.36]. To 
examine the effect of association on the recall accuracy, an 
independent samples T-test was done but showed no 
significant effect of association type [t(9)=0.81]. The 
average word recall accuracy for the articulation association 
was 74% (SD=19.5%) and for the random association was 
63.3% (SD=23.4%) (Figure 8).  

New Words: We conducted an independent samples T-test 
for the effect of association on new words recognition. The 
test showed a significant difference between people’s 
performance using the two association types [t(9)=2.36, 
p=0.04]. The mean for the articulation associations 

Figure 7. Study 2 phonemes: the average response accuracy 
for phoneme recognition and phoneme recall tasks. The 

error bars plot 1 standard deviation. 

Figure 8. Study 2 words: Interaction between association 
methods and the round of repetition on word recognition 

rate. The error bars show 1 standard deviation. 



(M=46%, SD=16.7%) was higher than that of the random 
associations (M=26.7%, SD=10.3%) (Figure 8). Among the 
errors in the articulation association condition, 78% were 
due to false recognition of a single phoneme (i.e., 
recognized wake as week) and 7.8% were due to mis-
spelling (i.e., recognized womb as woom).  

Discussion 
Study 2 confirmed that participants could learn to associate 
haptic symbols with phonemes. The type of association 
used did not significantly affect the learning performance 
on the phoneme-level, i.e., phonemes recognition rate, 
recall rate, and retention rate, nor did it significantly affect 
the word recall rate. Despite of the lack of effect on the 
phonemes, the articulation association significant helped 
the participants recognize words (Figure 8) and new words. 
The lack of association effect on the phoneme-level might 
be due to the small number of phonemes people had to 
remember. If the phoneme set were larger, the association 
type would be more important to the phonemic performance. 

In terms of training effect, people’s performance improved 
over time for the phoneme recall task and the word 
recognition task. Compare to the phoneme recognition task 
where no significant training effect was observed, these two 
tasks were more difficult. This indicates that training is 
necessary for people to learn the haptic phonemes and the 
haptic words. The average total training time for the 
phonemes and words combined was 42.6 minutes.  

Study 2 also looked at memory retention of haptic 
phonemes on the next day. The result indicates that the 
participants had consolidated the haptics-phoneme 
associations to short-term memory. The recognition–recall 
training scheme may have boosted the retention 
performance as Roediger and Karpicke [30] showed that 
testing (recall task) after studying (recognition task) leads to 
better performance in delayed recall.  

We also examined transfer of knowledge using our 
phoneme-haptic symbols approach. While 46% accuracy 
rate on recognizing the new words is not ideal, most of the 
errors were due to falsely recognizing a single phoneme. 
Therefore, there is room for improvement. In day-to-day 
scenario, context provides priori-probability of what words 
are more likely to appear. However, in the new word 
recognition task, the participants had no prior knowledge as 
to what words they would feel. Preparing their mind for the 
words, such as showing them the word list beforehand, may 
improve their performance. We looked at this in Study 3.   

In Study 2, the participants learned the phonemes before 
recognizing words. A different learning method, a synthetic 

approach or a “top-down” method, is examined in Study 3.  

Study 3: Top-Down Training Approach to Learning 
Haptic Words and Phonemes  
Study 3 also spanned across 2 days. The research questions 
addressed in each day were independent. For Day 1, we 
evaluated the learning performance with the “top-down” 
training method. For Day 2, we wanted to, without affecting 
the recognition rate of the new words, increase the 
presentation rate of the phonemes in a word by reducing the 
stimulus duration and the ISI between phonemes. It is 
important to note that the shortest duration and ISI required 
to recognize a word that a person has never felt before is 
longer than the time required to recognize a word the 
person has trained on. This is due to increased chunk size in 
memory after training [16].  

The concept of chunking is that individual pieces of 
information can be grouped into larger units [24]. When a 
person perceives a new word, one needs time to process 
each phoneme after it is presented. After feeling all three 
phonemes, he or she concatenates the three phonemes into a 
word. After that, additional time is needed to interpret the 
word and retrieve it from memory (Figure 9). The total time 
to perceive the word is Tp1 + Tp2 + Tp3 + Tc. However, after 
extensive training, the person can perceive a sequence of 
phonemes as a single chunk without processing each 
phoneme individually. This reduces Tp1, Tp2 and Tp3, leaving 
the total perception time to approach Tc.  

Given the chunking effect, in Study 3 Day 2, we want to 
measure the shortest duration and ISI values needed for a 
person to reliably perceive words they haven’t learned 
before. Therefore, to get a close estimation of the shortest 
duration and ISI values, we need participants to be familiar 
with the haptic phonemes but not with haptic words. That is 
why this task is scheduled on the second day, after having 
trained on the haptic phonemes. The results of Study 3 Day 
2 will inform the presentation speed of haptic phonemes. 

Stimuli 
The stimuli used in Day 1 are same as Study 2. Each 
consonant had a stimulus duration of 180 ms and a vowel 
270.5 ms. The ISI between each phoneme was 500 ms. The 
9 phonemes and both word lists were used. 

In Day 2, we tested 3 duration values (50, 100, 150 ms) and 
3 ISI values (100, 200, 300 ms). To have a condition 
comparable to the previous studies, we also added duration 
of 150 ms and ISI of 500 ms. This gave us 10 combinations 
of duration–ISI values. To get a reliable measure of 
accuracy, each combination was repeated 10 times (a total 
of 100 trials). The duration value in a single trial was the 
same for all three haptic phonemes.  

To avoid the effect of chunking on perception time, we 
would, ideally, use 100 unique words to avoid repetition. 
However, the 9 chosen phonemes could not generate 100 
different 2- or 3-phoneme English words. To make up for 
the lack of words, we used pseudo-words that were in the Figure 9. An illustration of time to recognize a haptic word. 



form of CVC (consonant-vowel-consonant) or VCV 
(vowel-consonant-vowel). This formation was the closest 
representation of the words from list 1 and 2. It also ensured 
that people could pronounce the pseudo-words with the 
phonetic components. All tasks were timed manually by the 
experimenter from start to end.    

Procedure 
Day 1: The first day contained three tasks: word-level 
recognition–recall, new word recognition, phoneme 
recognition. In the word-level recognition–recall task, 
participants went through 4 repetitions of recognition–recall 
blocks. In each block, they completed the recognition task 
on the 10 words from word list 1 twice before going 
through the recall task once. For the new word recognition 
section, a similar procedure from Study 2 Day 2 was used: 
without having prior knowledge on word list 2, participants 
got the 10 words in a random order. Based on results from 
Study 2, we saw a large proportion of errors that we 
believed could be avoided had the participants had prior 
knowledge of the word list. To confirm this, after going 
through the word list once, participants were briefly shown 
word list 2 to review. The sheet was taken away after the 
review and the participants repeated the task for the second 
time. To measure how the top-down learning method trains 
the participants on recognizing the phonemes, a short 
phoneme recall test was delivered at the end of the Day 1 
session. Without referring to the phoneme reference sheet, 
the participants went through a recall task on the phonemes. 
Each phoneme was randomly presented twice (a total of 18 
trials). All tasks on Day 1 took 50 minutes to complete. 

Day 2: The Day 2 session started with a retention task on 
the words from word list 1. Same as in Study 2 Day 2, 
participants competed the task twice, once before review of 
the haptic phonemes and words and once after.  

After the retention task, the participants were briefed on the 
concept of pseudo-words and the task. They were asked to 
recognize and type the three phonemes in each pseudo-
word. For phonemes they could not recognize, the 
participants were instructed to replace it with “-”. The 
participants completed the 100 trials in 35 minutes. 

Results 
A total of 9 novel participants (4 females) completed the 
study. Among the 9 participants, 2 did not finish the Day 2 
session. Their data were taken out in the analysis. 

Day 1: The average time to complete the word recognition 
– recall task was 26 minutes (SD = 6.6) and the new word 
recognition task 6.1 minutes (SD = 1.6). To examine the 
training effect on people’s word recognition rate, we 
conducted a repeated-measures ANOVA with repetition 
block as the within-subject variable and word recognition 
rate as the dependent variable. Unlike Study 2, it showed no 
significant effect of training [p=0.09, η2 =0.29]. The mean 
word recognition rate for all repetitions was 88.6% (SD = 
11.0%). For the word recall task, there was a significant 

difference in people’s performance between the 4 times 
they repeated the task [p=0.03, η2=0.39]. The recall rate 
improved from 60% (SD = 28.9%) in the first repetition to 
82.9% (SD= 23.6%) in the last repetition. The participants’ 
difference was also significant [p<0.001, η2=0.90].  

For the phonemes, the average number of phonemes 
recognized correctly was 90.5% (SD=7.7%). For word list 
2, the recognition accuracy rate before knowing the words 
was 55.7% (SD=29.9%) and for the second time after they 
were told of the list content, it was 72.8% (SD=23.6%). A 
repeated-measures ANOVA, with word recognition rate as 
the dependent variable, was done to check if the accuracy 
difference between the two times was significant. The result 
was marginally positive [p=0.048, η2=0.58].  

Day 2: On the second day, people remembered 7 out of the 
10 words (SD=0.13) the first time that they did the retain 
task. The second time, the average number of words 
remembered was 8.67 (SD=0.19). A repeated-measures 
ANOVA with words remembered as the dependent variable 
revealed no significant difference between performance for 
the two repetitions [p=0.19, η2=0.31].  

The recognition accuracy rate for the pseudo-words was 
listed in Table 3 for all durations and ISIs. A repeated-
measures ANOVA with duration and ISI as the within-
subject variables and recognition accuracy as the dependent 
variable showed a significant effect of ISI [p=0.004, 
η2=0.6] but not duration [p=0.076, η2=0.35] on the 
recognition performance. Interaction between duration and 
ISI was not significant [p=0.62, η2=0.10]. There was a 
significant difference between subjects [p<0.01, η2=0.86]. 
Pair-wise t-tests on the 3 ISI levels, combining the 
durations, showed a significant difference between ISI of 
100 ms and 200 ms [t(6) = -4.21, p<0.01] and between 100 
ms and 300 ms [t(6)=-4.48, p<0.01]. But there was no 
significant difference between 200 ms and 300 ms [t(6)=-
1.29, p=0.22]. The t-tests also showed no significant 
difference between ISI of 500 ms and 300 ms [t(6)=0.54, 
p=0.6], nor between 500 ms and 200 ms [t(6)=1.39, p=0.2].  

We also found a significant difference between the CVCs 
and VCVs [t(6)=3.62, p=0.01]. The mean recognition rate 
was 41% (SD=17.2%) and 26% individually (SD=14.5 %).  

 Duration (D) 
ISI (ms) 50 ms 100 ms 150 ms 

100 22.6 (11.1) 21.4 (17.7) 28.6 (21.9) 
200 24.3 (29.0) 38.6 (18.6) 37.1 (14.9) 
300 32.9 (17.9) 40.0 (18.2) 45.7 (25.1) 
500 – – 44.3 (28.2) 

Table 3. Average accuracy (%) for pseudo-words of all 
durations and ISIs in Study 3 Day 2. Standard deviations 

are in parentheses. 



Discussion 
With the top-down training approach, the training time to 
recognize haptic words and phonemes was 26 minutes. 
Because the designs for Study 2 and 3 differ, we cannot 
directly compare the results. However, it is worth-noting 
that the training time with the top-down approach was 16.6 
minutes shorter than the bottom-up approach while the 
word recognition accuracy was similar in both studies. 

When recognizing the new words, the participants 
performed much better after they reviewed the words. This 
aligns with our hypothesis that preparing their minds by 
showing them the word list can improve their performance. 

The Day 2 study informed us on how short we can design 
the haptic words. Actuation duration did not significantly 
affect people’s performance. While this suggests we can 
shorten the duration to be 50 ms, it is too short that people 
may not focus their attention in time to accurately perceive 
the signal in a real-life scenario with distractions. For the 
ISI, 200 ms is the most optimal value. The participant’s 
performance for 200 ms was comparable to 300 and 500 ms 
and it delivers the fastest transmission rate among the three.  

In the next study, we quickly evaluated the new duration 
and ISI to confirm that naive users can learn to recognize 
haptic phonemes and words presented at the new speed, 
using the top-down training approach. 

Study 4: Learning with Optimal Presentation Rate  

Stimuli and Procedure 
Same phonemes and words from Study 3 were used. Based 
on Study 3, actuation duration was set to 100 ms and the ISI 
to 200 ms. The procedure was the same as Study 3 Day 1.  

Results 
4 novel participants (3 female) were tested. The average 
time to complete the word recognition – recall task was 
27.5 minutes (SD=7.2) and 5.5 minutes (SD=0.6) for the 
new word recognition task. Same ANOVA analyses were 
done on word list 1 as in Study 3 Day 1, first with 
recognition rate then with recall rate as the dependent 
variables. We found no significant effect of training on 
recognition rate [p(3)=0.5, η2=0.22]. The mean recognition 
rate for the 4 repetitions was 76.3% (SD=14.6%). However, 
the training effect was significant for the recall rate 
[p(3)<0.01, η2=0.72]. It was 52.5% (SD=15%) in the first 
repetition, and 82.5% (SD=8.7%) in the last repetition. For 
the new words, the recognition rate was 55% (SD=23.8%) 
the first time the participants felt words list 2 and 87.5% 
(SD=12.6%) after the participants reviewed the list. Their 
phoneme recognition accuracy was 73.6% (SD=11%).  

Discussion 
With the shorter duration and ISI values, the participants’ 
accuracy on word recognition and recall were comparable 
to Study 3 (Table 4). So was the performance for the new 
words recognition task. The phonemes recognition rate 
went down from 90.6% (SD=7.7%) in Study 3 to 73.6% in 

Study 4 (SD=11%). Overall, we think the new duration and 
ISI values could be used to present haptic words.  

GENERAL DISCUSSION AND FUTURE WORK 
This paper presents a method to communicate language 
components on the skin, using vibrotactile patterns. We 
associated haptic symbols with location of articulation of 
phonemes. User studies showed that meaningful phoneme-
symbol associations helped participants remember haptic 
words and phonemes. Users recognized 20 haptic words 
and 9 haptic phonemes after 26 minutes of training and they 
could still strongly remember the words and the phonemes 
24 hours after the training.  

The training order also affected learning performance. 
Users can directly learn to recognize haptic words and, in 
the process, they acquire the knowledge on the individual 
phonemes. This top-down training is time efficient and 
gives the same learning result. 

Our work has many applications. It can be used to alleviate 
visual and auditory sensory overload and provide a means 
to discreetly deliver information to users in a non-intrusive 
manner. For example, an augmented reality device could 
use tactile coding to deliver information about physical 
surroundings or to deliver notifications, without being 
visually disrupted. Another application space of our work is 
to deliver information to users when they are unable to read 
content, e.g., running or carrying groceries in both hands.  
More broadly, our work can be extended to a complete 
input/output system that can not only receive tactile 
messages but also send tactile information to other devices. 

Future directions of our work will focus on expanding the 9 
phonemes, which is a limitation to the current work. To 
generate more haptic symbols, we will explore using 
multiple locations on the arm, such as the dorsal side of the 
forearm, upper forearm, and/or bilateral arms. We will also 
increase the physical parameters used to make the symbols, 
such as various waveform and curvilinear haptic patterns, 
e.g., a loop around the arm. Given that working memory is 
limited, it is crucial to examine how increase in phonemes 
and words will affect people’s learning performance with 
our training method. Another direction of future work is to 
consider if people can recognize haptic words in situations 
where their attention was not fully devoted to the system.  

 Stud 3 Day 1 Study 4 
Word Recog 88.6 (11) 76.3 (14.6) 
Word Recall 82.9 (23.6) 82.5 (8.7) 
New Words 72.8 (25.6) 87.5 (12.6) 
Phonemes 90.6 (7.7) 73.6 (11) 

Table 4. Comparison between Study 3 Day 1 and Study 4 
results. Word recognition accuracy was the average of all 
trials. Word recall and new words accuracy were from the 

last repetition. Standard deviations are in parentheses. 
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